Testing of methods for blind estimation of noise variance on large image database

Vladimir V. Lukina, Sergey K. Abramova, Mikhail L. Uss, Igor Marusiya, Nikolay N. Ponomarenko, Alexander A. Zelensky, Benoit Vozel, Kacem Chehdi

1. Introduction

Currently there is an obvious need in applying blind (automatic), accurate, reliable (robust) and fast methods and algorithms for estimation of noise type and characteristics, at least, variance or standard deviation for images at hand. This is needed for optical grayscale and color images (see [1, 2] and references therein), radar images [3, 4], multispectral and hyperspectral remote sensing (RS) data [5, 6], video and surveillance [7], etc.

Determination of noise type and evaluation of noise characteristics is desirable since original images formed by different types of systems are usually noisy due to various phenomena and noise statistics is often not known in advance and/or can change in an unpredictable way. At the same time, many image processing methods intended for filtering, reconstruction, edge detection, segmentation, and compression require a priori knowledge on noise type and statistics [1]. Thus, noise statistics is often to be estimated for an image at hand.

In general, sometimes this can be done in interactive manner if a highly qualified expert has the corresponding software at disposal. However, first, this cannot be done always when needed. For example, such estimation is impossible if noise is to be analyzed on-board of a spaceborne carrier of a remote sensing system. It is also impossible if such estimation has to be carried out very quickly as in video and surveillance applications. Second, estimation becomes very complicated and/or labor-consuming if amount of images or its components is large and processing has to be performed operatively. Such situations take place in multi- and hyperspectral remote sensing when each image contains tens or hundreds of sub-band components and RS data are exploited for ecological monitoring, catastrophe prediction, flood control and other similar purposes [8].

Note that image pre-processing (pre-filtering, reconstruction, etc.) that relies on pre-estimated type and parameters of noise and other degradations is often required in practice. For example, in many cases it leads to better classification of RS data [9, 10]. It might result in better visual quality of images [11, 12] and so on.

One can take advantage of the fact that blind methods for determination (identification) of noise type have been already proposed [1, 13-15]. It is possible to determine noise type and to estimate noise characteristics jointly or as separate stages of image analysis [1, 13]. As it has been shown in experiments [13, 16], correct determination of noise type can be carried out with rather high probability. Thus, it is possible to concentrate on estimating noise characteristics for a given type of noise.

Methods for blind evaluation of noise characteristics, mostly variance, were started to be designed in early 90-th of the previous century [3, 4, 17]. Let us explain what is meant by the aforementioned requirement to them to be robust. In many applications, it is unknown in advance what can be such characteristics of noise to be met in a given image as, e.g., noise variance (or SNR). It is often not known a priori is noise spatially correlated or not. Moreover, image structure (how many details, edges, textures, homogeneous regions an image contains) is also frequently unknown in advance even approximately. However, a given method for noise characteristic estimation should perform reasonably well for a wide class of images at hand, different level (variance) and spatial correlation of noise, i.e. it has to be robust in wide sense according to P. Huber’s definition. Examples of such lack of robustness for the method [18] are demonstrated in the paper [19]. It is shown that the method [18] produces large bias of additive noise variance evaluation if noise is spatially correlated. Considerable efforts have been also spent on providing appropriate accuracy of blind methods of variance evaluation in textured images [20, 21] that are the most complex (unfavorable) case of image structure for the considered task.

One question is what is appropriate accuracy? It has been demonstrated [22, 23] that if peak signal-to-noise ratio (PSNR) in an image is within the limits 20...34 dB, then it is desirable to provide an estimate of (additive or multiplicative) noise variance within the limits of 0.8...1.2 of its true value. In this sense, there are various ways to characterize a method accuracy and robustness. For example, a method accuracy can be described by some conventional statistical parameters as mean (or bias) and standard deviation (or variance) of noise variance estimates obtained for an appropriately large set of noise
realizations and test images. Taking into account that estimate distribution for this approach is not Gaussian (see data in Section 4) and keeping in mind above mentioned practical requirement to a method accuracy, we prefer to analyze how often blind estimates occur to be out the limits 0.8...1.2 of noise variance true value. This approach also gives imagination about robustness of a method since the fact of noise variance estimate out of the limits can be considered as inappropriate robustness.

However, a problem is that methods described in literature are commonly tested on few images (at least, the results are presented in this way, probably, due to lack of space). These images are either artificially synthesized or they are the standard ones in image processing like Lena, Barbara, Baboon, House, etc. Sometimes, one or two real life images are processed as examples of method applicability but then it is hard to establish how accurate the obtained estimates are.

To partly fill this gap, we have decided to test some methods for blind evaluation of noise variance for considerably greater number of natural images. Note that recently a database TID2008 was created [11, 24]. This database contains 25 color images (mostly taken from Kodak image database http://r0k.us/graphics/kodak/) corrupted by 17 types of distortions each with 4 levels. Two types of distortions are spatially uncorrelated and spatially correlated additive noises. This allows testing any blind method for 150 images corrupted by additive noise with the same variance (R, G, and B components of each of 25 test images with either i.i.d. or spatially correlated noise). In turn, one can then analyze robustness of a considered method to image content, average accuracy of a method. It also becomes possible to find image and noise situations for which a considered method performs poorly and so on. This is the main goal of this paper.

The paper structure is the following. In Section 2, we briefly describe the image set in the database TID2008 and discuss how noise was simulated. Section 3 deals with considering the blind methods for additive noise variance evaluation used in our study. Section 4 presents the main results of this study and analysis of the considered methods’ accuracy. The reasons why the required accuracy is not provided in some cases are discussed. Finally, the conclusions are drawn.

2. Test image set and noise characteristics

TID2008 contains 25 noise-free (high quality) color images where first 24 are the fragments of original Kodak database and the 25-th image is the artificial image with different textures (see Fig. 1). As seen, the images are quite different; there are natural scenes, portraits, houses, etc. All color images are RGB 24-bit ones.
All images in the database are of size 512x384 pixels. This choice has been suggested for unification purpose (the images in the Kodak test set have non-equal sizes) and for convenience of carrying out subjective experiments (see details in [11, 24]).

According to the methodology of subjective experiments proposed in [11] and intended for analysis of visual quality of images distorted by different types of degradations, it was necessary to provide four values of PSNR approximately equal to 21, 24, 27, and 30 dB. For additive noise it was not a problem, a required PSNR of a distorted image can be easily produced by simulating noise with such variance that

\[ \text{PSNR}_{req} (dB) = 10 \log \left( \frac{255^2}{\sigma^2} \right), \]

where \( \sigma^2 \) is variance of noise. Therefore, noise variance had to be 65 (for \( \text{PSNR}_{req} = 30 \) dB), 130 (\( \text{PSNR}_{req} = 27 \) dB), 260 (\( \text{PSNR}_{req} = 24 \) dB), and 520 (\( \text{PSNR}_{req} = 21 \) dB).

In our studies described in this paper we do not consider all these values of noise variance. The first two values (65 and 130) are of more practical interest since two other ones (260 and 520) are rarely met in practice of 8-bit image processing. Besides, for most methods of blind evaluation of additive noise variance it is more difficult to provide appropriate accuracy of estimation for smaller values of noise variance than for large ones [20].

Thus, let us below concentrate on analysis of images corrupted by noise with variances 65 and 130. Availability of TID2008 (http://www.ponomarenko.info/tid2008.htm) allows an interested researcher to carry out his/her own experiments for other sets of images.

Obviously, simulation of i.i.d. noise is not a problem at all. Spatially correlated noise with variances given above has been simulated in a simple way by first applying the 3x3 mean filter to an array of i.i.d. noise and then adjusting a required variance to the obtained noise. One can argue that this is only one particular case of spatially correlated noise. This is really so. However, a reader should keep in mind that our purpose was only to verify performance of the considered blind methods for spatially correlated noise case in order to know does a method fail to work well or no. More details concerning performance of several methods can be found in the paper [19].

Note that spatially correlated noise (with the same variance as i.i.d. noise) has more unpleasant appearance [25]. The corresponding images are perceived as having worse visual quality (compare the image in Fig. 2,b to the image in Fig. 2,a). Moreover, spatially correlated noise is much more difficult to filter out [26].
Certainly, it was possible that a simulated value \( I^*_{ij} = I^{true}_{ij} + n_{ij} \) occurred to be out of the limits 0,…,255 where \( I^{true}_{ij} \) is the true value in the \( ij \)-th pixel of a given component of RGB image, \( I^*_{ij} \) is the noisy value, \( n_{ij} \) denotes simulated additive noise. Then we returned the simulated values back to the limits 0,…,255 by assigning the closer limit value to keep 8-bit representation of data. This could slightly change a practically achieved PSNR in comparison to the corresponding required one, but such “saturation” corresponds to practice, e.g., how this is done to fit image data to pre-determined limits [27]. Here we mention clipping effects since, as it will be shown below, they might lead to some specific problems in blind estimation of noise variance.

Also note that noise has been modeled as independent for different components of RGB color image. This also corresponds to practice [2, 28].

The method of noise type blind identification [13] has been applied to all images (totally, 600 ones since identification of noise type has been performed component-wise [1] for all 25 test images corrupted by four values of noise variance, both spatially uncorrelated and correlated). For all considered images the noise has been identified as additive. This demonstrates very good performance of the method [14] and its practical applicability, at least, for images corrupted by additive noise. In future, we plan to test the method [14] to images of TID2008 corrupted by other types of noise and degradations.

3. The used blind methods for evaluation of additive noise variance

It is impossible to consider all known methods for blind evaluation of additive noise variance (see [1] and references therein). Because of this, let us analyze several particular methods that belong to different groups.

One, probably the largest, group includes the methods operating in spatial domain [29]. The methods that belong to this group are based on assumption that blocks of a certain size tessellate an image and there is a set of blocks that belong to image homogeneous regions. The local estimates of noise variance obtained for these blocks are quite close to a true value of noise variance. These “normal” local estimates form a distribution mode that can be found (estimated).

An example of histograms of local variance estimates obtained for the known (standard) test image Barbara corrupted by spatially correlated additive noise with variance 100 for non-overlapping blocks of three different sizes is presented in Fig. 3. As it is seen, they all have maximum (mode) in the neighborhood of the true values of noise variance although the positions and widths of these maximums depend upon the block size (the width is the smallest for 9x9 blocks). Besides, all distributions (characterized by their histograms) have heavy right-hand tails (these tails are depicted not totally, considerably larger values of local estimates have been observed). These large (abnormal) local estimates are obtained for image heterogeneous blocks that correspond to edges, details and texture.

![Fig. 3. Examples of histograms of the local estimates \( \{\hat{\sigma}^2_{ij}, k = 1,\ldots,K\} \) \( (K \) is the number of blocks used) for non-overlapping blocks for noisy image Barbara corrupted by spatially correlated noise)](image)

There can be particular differences for the considered group of methods in how to estimate local variances, how to find the distribution mode (this principle is put into basis of the considered group of methods), to pre-process an image or not. However, the general idea of these methods works well enough if there are enough image homogeneous blocks [1, 19, 21, 29, 30].

Among the methods that belong to this group we have decided to test the method [21] in the first order. This method is quite simple and fast; it exploits finding minimal inter-quantile distance of sorted
(in ascending order) local estimates of noise variance for finding a preliminary estimate $\hat{\sigma}_{p+0}^2$. Then the estimates in the neighborhood of preliminary estimate are approximated and a final estimate of distribution mode $\hat{\sigma}_{p}^2$ is found.

Note that if an analyzed image is rather large, i.e., contains hundreds of thousands of pixels, a difference in final estimates obtained for different realizations of noise with the same variance is relatively small, commonly considerably smaller than estimation bias absolute value [19]. This allows analyzing data for one or few realizations of noise to get imagination on provided accuracy of blind evaluation.

Another group of methods is based on exploiting difference of image content and noise in spatial spectrum domain [1, 18, 20, 31]. The basic idea is that noise is spread among all spectral components (if noise is i.i.d., it is spread uniformly) whilst information is mainly contained (concentrated) in a limited number of spectral components. Wavelets [18] and DCT [20] as well as other orthogonal transforms can be used for obtaining and further processing of data in spectral domain. Processing of spectral coefficients has to be done so that large amplitude spectral components are practically neglected (considered as outliers). This means that robust data processing methods are to be applied.

The methods of this group, especially [20, 31], perform rather well even for very textural images, but their common drawback is that this takes place only if noise is i.i.d. or it exhibits very small spatial correlation. For the methods [18, 20] some results will be presented in Section 4.

Recently, methods based on maximum likelihood (ML) estimation of noise and image parameters have been proposed [32, 33]. The main goal in designing these methods is to achieve better performance for highly textural images. For wavelets or DCT-based methods to operate well one main condition should be satisfied: standard deviation (SD) of a number of texture high-spectral coefficients has to be small compared to the noise standard deviation. Then it is possible to detect (select) these coefficients and use them to estimate noise variance. However, this condition can be violated for highly textural images and/or low noise level. The condition can be softened if we can predict and eliminate texture high-spectral coefficients based on low- and middle-spectral ones. This was done in [32, 33] by introducing texture parametric model, namely 2D fractal Brownian motion (fBm) model. This model can be locally adjusted in statistical sense to the texture with respect to texture amplitude and roughness. Then, noise variance estimation task is stated as maximum likelihood problem of joint estimation of texture parameters (locally) and noise variance (globally). This approach has proved to be effective for uncorrelated additive and multiplicative noise variance estimation [32, 33]. But it can lead to biased estimation when texture model is significantly different from fBm-model. Detection of such differences is of great importance for providing reliable noise variance estimation.

If noise is correlated, then its correlation matrix should be introduced in ML scheme, otherwise noise variance estimation will be biased. In this paper, to cope with unknown noise correlation structure, the following modification is introduced: the noise is made spatially uncorrelated by resampling (downsampling) an original image under processing. In practice, it is commonly enough to use downsampling by a factor 2...3 for both directions (taking into account that noise correlation length is commonly less than 1-2 pixels in practice). After this, the ML method [32, 33] for blind noise variance estimation can be applied. In order to provide comparable results, the modified version of the ML algorithm is used below for estimating both correlated and uncorrelated noise variance.

4. Accuracy analysis of the considered methods

4.1. Variance estimation for spatially uncorrelated noise

Let us consider the results obtained for the method [21]. Fig. 4 presents the plots for red, green, and blue components of the test images for noise variance 65. The block size is 5x5 pixels. Non-overlapping blocks have been used.
There are several observations that follow from Fig. 4:

1) in most cases, the estimates $\hat{\sigma}_n^2$ obtained for different components of the same color image are quite close; the only exception is the 20-th test image; the reason will be analyzed later;

2) in most cases, the estimates $\hat{\sigma}_n^2$ are larger than the true value of variance (equal to 65); the only exception is the 25-th test image as well as green and red components of the 20-th test image;

3) although $\hat{\sigma}_n^2$ are commonly larger than $\sigma_n^2$, the estimates $\hat{\sigma}_n^2$ are mainly within the required limits from 65x0.8=52 till 65x1.2=78 (the required limits are indicated by two horizontal lines in Fig. 4 and later in other plots); the exceptions are the test images 1, 5, 8, 12, 13, 14, 18, and 22; note that all these images are either textural (especially the 13-th image which is extremely textural) or contain many details as the 5-th and 8-th images.

Let us consider the same blind estimation method but for 7x7 blocks. The results are presented in Fig. 5. The conclusions are practically the same as for the plots in Fig. 4. The difference of the estimates for blocks of sizes 5x5 and 7x7 is not large. This means that for spatially uncorrelated noise there is practically no difference is the block size 5x5 or 7x7.
Let us analyze what happens to the green and red components of the 20-th test image. The histogram of local variance estimates for red component is depicted in Fig. 6. As it is seen, it really has maximum for the argument about 20 (another maximum corresponds to the argument about 65 but its amplitude is smaller). Thus, the mode determination algorithm that finds the largest maximum coordinate performs correctly. The reason why quite many local estimates are considerably smaller than the true value of noise variance deals with clipping effects. In the red and green components of the original noise-free 20-th image, there are many positions of blocks (placed in the upper part of the image that corresponds to sky, see Fig. 1) for which the block means are close to 255. Thus, after adding simulated noise and returning the obtained values into the limits from 0 to 255 quite many “noisy” values occur to be equal to 255. Then, the local variance estimates for the corresponding blocks are “distorted” (smaller than they should be) due to such “clipping”.

The clipping effect has been already mentioned and considered in the paper of A. Foi [34]. Note that the effects of clipping might happen in practice due to different reasons [34]. Their negative influence on the final estimate \( \hat{\sigma}^2 \) demonstrated above means that local variance estimates obtained in blocks where clipping is observed should be removed from analysis before the algorithm for determination of \( \hat{\sigma}^2 \) is applied. For example, it is possible to control how many values \( I_{ij} \) in a given block are equal to 255 or 0. If their amount \( N_{\text{clip}} \) is larger than \( \beta_{\text{clip}} S_{\text{blk}} \) (where \( S_{\text{blk}} \) is the number of pixels in one block, \( \beta_{\text{clip}} \) is a preset parameter), then a given block is removed from further consideration. A rough recommendation is to set \( \beta_{\text{clip}} \approx 0.15 \). However, this recommendation needs additional verification.

Consider another value of noise variance, namely, 130. The obtained results are presented in Fig. 7 (the required limits are 108 and 156 for \( \sigma^2 = 130 \)). The block size is 5x5 pixels. First, it is possible to compare the estimates \( \hat{\sigma}^2 \) in Fig. 4 (for \( \sigma^2 = 65 \)) and in Fig. 7 (for \( \sigma^2 = 130 \)). Such comparison shows that for a given particular test image and the same color component the estimates \( \hat{\sigma}^2 \) in Fig. 7 are almost twice larger than in Fig. 4. Thus, all conclusions drawn from analysis of the plots in Fig. 4 are also valid for the plots in Fig. 7. Again the estimates are quite accurate except the estimates for several images mentioned earlier which are either textural or for which clipping effects are observed.

The results for 7x7 blocks are similar to those ones presented in Fig. 7.
Let us present some results for the method [18] that belongs to the second group of blind methods. Fig. 8,a shows the estimates obtained for i.i.d. noise with variance equal to 65. In general, they are similar to those ones presented in Figures 4 and 5. Larger estimates are observed for images that are more textural. Almost all estimates are larger than the true value. Approximately half of them are larger than the upper bound of the limits considered appropriate (52…78). There are two exceptions when the estimates are smaller than the lower bound. They are observed for green and red components of the 20th test images for which the clipping effects have impact on the final estimates. It seems that clipping effects cannot be easily taken into account in the method [18].

Fig. 8,b shows the estimates for the case of i.i.d. noise with $\sigma_n^2 = 130$ for the method [18]. They are at similar level as those ones presented in Fig. 7. Again, large estimates are observed for textural images 1, 5, 8, 13, 14, 18. Meanwhile, there are quite many estimates within the required limits from 104 to 156. Due to clipping effects, the estimates for the green and red components of the 20th test images are considerably smaller than they should be.

The method [20] modified in [31] for which removal of clipped areas has been done produces considerably more accurate estimates. They are presented in Fig. 9,a for noise variance equal to 65 and in Fig. 9,b for $\sigma_n^2 = 130$. As seen, only for two components of the highly textural 13th test image the estimates are out the required limits but only slightly.
Consider now the methods based on maximum likelihood estimation of noise and image parameters \([32, 33]\). Since here we are not interested in results of image parameters’ estimation, let us concentrate on the obtained estimates of noise variance. Data for \(\sigma_n^2 = 65\) are presented in Fig. 10,a. Fragments with clipping effects have been preliminarily removed.

As it is seen, the estimates are mostly within the required limits from 52 to 78. Besides, the obtained estimates \(\hat{\sigma}_n^2\) are slightly smaller than the true value in most cases. Only the 5-th and, in some sense, the 13-th (blue and green components) and 11-th (blue component) test images are problematic for accurate estimation of noise variance. The reason is that after downsampling these images become very textural.

The same method has been also tested for \(\sigma_n^2 = 130\). The obtained data are presented in Fig. 10,b. For most cases, the obtained estimates satisfy the requirement to their accuracy (to be within the limits from 104 to 156). The exceptions are the 5-th test image (all components), the 11-th and 13-th test images (blue and green components). The reasons have been explained earlier.

Summarizing the testing results presented above, we can state the following. Although the considered methods have some differences in their main properties and theory put into their basis, they all mostly satisfy the requirements to the provided accuracy of blind estimation. However, the problem of noise variance estimation in highly textural images as the test images 5, 11, and 13 remains.
4.2. Variance estimation for spatially correlated noise

Consider the more complicated case of spatially correlated noise. Similarly to previous subsection, let us start from the method [21]. Fig. 11 represents the plots for red, green, and blue components of the test images for noise variance 65. Let the block size be 5x5 pixels. Blocks are non-overlapping.

Several main conclusions can be drawn from analysis of the plots in Fig. 11:

1) again for most test images the estimates \( \hat{\sigma}_n^2 \) for different components of the same color image are quite close; the only exception is again the 20-th test image; the reason is the clipping effect discussed above;

2) in most cases, the estimates \( \hat{\sigma}_n^2 \) are smaller or only slightly larger than the true value of variance, the only exception is the 13-th, very textural test image and, partly, the 14-th test image which is also textural;

3) for quite many cases, the estimates \( \hat{\sigma}_n^2 \) are within the required limits from 52 till 78, although quite many estimates are out of these limits, commonly smaller than the lower limit.

Thus, it is desirable to improve the performance of the method [21] for spatially correlated noise. Following the recommendation given in the paper [19], let us use a larger size blocks (7x7). The obtained results are presented in Fig. 12. As can be seen from comparison of the plots in Figures 11 and 12, due to using the block size 7x7 instead of 5x5 the accuracy has, in general, improved. In particular, the errors \( \vert \hat{\sigma}_n^2 - \sigma_n^2 \vert \) has decreased for all components of the test images 3, 4, 6, 7, 9, 10, 11, 15, 16, 17, 19, 21, 22, 23, 24, 25 and some color components of other test images. The reason for this improvement deals with the following property of normal local estimates of noise variance. The maximum of their histogram is located for \( \sigma_n^{2,\max} = \sigma_n^2 \). But if the block size increases, the difference \( \sigma_n^2 - \sigma_n^{2,\max} \) reduces as follows from the theory of variance estimation for data samples of limited size. This phenomenon can be also observed from analysis of the histograms in Fig. 3 in the neighborhoods of their maximums.
Fig. 12. Noise variance estimates obtained by the method [21] with nonoverlapping 7x7 pixels block size for red, green and blue components for the test image set corrupted by spatially correlated additive noise with $\sigma^2 = 65$

Note that improvement of accuracy due to using the 7x7 blocks has taken place for images that are not too textural. At the same time, the accuracy for textural test images like the 5-th, 13-th, and 14-th has worsened.

In aggregate, for spatially correlated noise there exists difference what block size to apply: 5x5 or 7x7. The presented results clearly show that 7x7 is a better choice. The same tendencies have been observed for other values of noise variance, in particular, 130. Because of this, below in Fig. 13 only the results for 7x7 block size are given. Mostly the obtained estimates are within the required limits. The obvious exceptions are the test images 13 and 14 (which are textural) and 20 (due to clipping effect). The estimates are also not accurate enough for some components of the textural images 1 and 8.

Fig. 13. Noise variance estimates obtained by the method [21] with nonoverlapping 7x7 pixels block size for red, green and blue components for the test image set corrupted by spatially correlated additive noise with $\sigma^2 = 130$

Let us now present the results obtained for the method [18] if noise is spatially correlated and its variance is equal to 65. The plots are given in Fig. 14. Their analysis clearly shows the drawbacks of this method – it totally fails for the case of spatially correlated noise with rather wide main lobe of 2D autocorrelation function. The same level of estimates is observed for the methods [20] and [31] (not presented in plots). This shows the problems of the methods that relate to the second group.
Being applied without any modification to blind estimation of spatially correlated noise variance, the original method [33] based on maximum likelihood estimation also produces considerably biased estimates $\hat{\sigma}^2_n < \sigma^2_n$. However, an alternative modification used in this paper that carries out resampling (downsampling) an original image performs well enough. The data obtained for the proposed modification for $\sigma^2_n = 65$ are presented in Fig. 15.

The estimates are mostly within the required limits. However, there are test images for which the obtained estimates $\hat{\sigma}^2_n$ are obviously out of them. These are the 5-th and 13-th test images for which the modified method fails. The reason is that these images are textural. More in detail, the test image 13 is highly textural both on base scale and after resampling. At the base scale, the test image 5 contains homogeneous fragments but of very small area. After resampling, linear size of these fragments decrease below scanning window size and they are not recognized as homogeneous. Thus, after resampling the test image 5 becomes highly textural too.

The outlying estimate of noise variance is also obtained for the blue component of the 11-th test image. There are two reasons behind this. The first reason is that clipping effects in dark homogeneous areas that occupy rather large space of entire image are observed. The second reason is that after resampling the image also becomes highly textural.

Very similar results have been obtained for $\sigma^2_n = 130$. Therefore, some problems with highly textural images are typical for both original and modified methods based on ML estimation.
4.3. Problems of variance estimation

The analysis carried out for three groups of methods for blind evaluation of additive noise variance applied to TID2008 images has demonstrated the following:

1) for most images which are natural (not artificial), all three groups (under certain conditions) are able to provide the required accuracy;

2) the most complex situation is with highly textural images especially if they are corrupted by spatially correlated noise with rather small variance; then it is difficult to find regions or features by exploiting which it is possible to separate image information content and noise and, hence, to estimate noise variance with proper accuracy;

3) analysis of plots of noise variance estimates for different images shows that their distribution is not Gaussian (for a given variance of noise); outlying estimates can be observed for images which are, e.g., highly textural.

This shows that it is desirable to design special indicators of such image/noise situations as well as to continue elaboration of methods applicable to such situations. There are several ideas that can occur fruitful in this sense; in particular, recently a new entropy-like measure [35] able to characterize image content has been introduced, a coordinate of robust kurtosis-like parameter histogram maximum [36] seems to contain information on noise and image properties, the parameter \( p \) used in the method [21] for characterizing the percentage of blocks belonging to image homogeneous regions might be useful; however, these and other parameters need additional studies to give final practical recommendations.

These are general conclusions. But there are also particular conclusions and considerations concerning aforementioned problems. The first group of methods includes quite many methods although only one of them is studied in details above. It is worth saying that several methods that belong to the first group have been designed by the authors of this book chapter [1, 4, 14, 19, 21, 30, 37]. During several years we were steadily improving performance of our methods by the following directions. They include improving the robustness of the estimators used at the final stage [4, 21, 30], removal of abnormal estimates by pre-segmentation [19, 29], method parameter selection (optimization) [19], etc. Comparisons have been done to earlier versions as well as to other methods of the first group like the method [17]. Comparison has been also done to the methods of other groups [19], e.g., to the method [18]. Analysis has been carried out for several standard gray scale test images as Barbara, Baboon, Goldhill, Peppers, etc. Practically in all considered cases the accuracy provided by our methods was better or at the same level as for other techniques.

The latest version of our techniques is the method [19] that exploits image pre-segmentation. Let us see does it produce some improvements for the case where the method [21] has produced not accurate estimates. Consider the most “problematic” (textural) test images # 5, 8, 13, and 14 for spatially uncorrelated noise with \( \sigma_n^2 = 65 \). The results for the method [19] are presented in Table 1 (the estimates obtained without pre-segmentation are given in parentheses for convenience). As seen, the use of pre-segmentation leads to considerably more accurate estimation. In many cases, the estimates have become fitting the required limits. Only for the 13th test image and the red component of the 14th test image the estimates are out the limits. After pre-segmentation, only a very small part of the 13th test image is recognized as homogeneous. It is placed in the top part of the image where there is a small piece of sky. However, even this fragment is textural in blue component and subject to clipping for the green and red components. These effects explain the properties of the estimates obtained for the components of this image. Note that for the first group of methods [19, 21] we have not applied detection and removal of clipped fragments.

Thus, analysis carried out for the method [19] shows that pre-segmentation is worth applying.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Blue</th>
<th>Green</th>
<th>Red</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>62.2 (89.8)</td>
<td>66.5 (96.9)</td>
<td>74.1 (91)</td>
</tr>
<tr>
<td>8</td>
<td>76.2 (97.8)</td>
<td>77.8 (90.3)</td>
<td>61.7 (84.2)</td>
</tr>
<tr>
<td>13</td>
<td>109.9 (185)</td>
<td>25.3 (253)</td>
<td>38.4 (223)</td>
</tr>
<tr>
<td>14</td>
<td>69.6 (90.9)</td>
<td>69.6 (105)</td>
<td>82.1 (98.3)</td>
</tr>
</tbody>
</table>
One advantage of the methods of the first group is that they are quite fast. Less than 1s is needed for applying them to 512x512 image using middle level modern computers to get the final estimate even if full overlapping of blocks is used.

Let us consider the method recently proposed by Barducci et al [6]. In general, it cannot be referred to any of the three groups mentioned above. This method is based on a novel principle: analysis of noise in bit-planes of considered images. Our preliminary analysis has shown that the original method [6] is very sensitive to clipping effects. If these effects are present for even a small percentage of pixels, the algorithms fails to perform appropriately well. The reason for this is that each bit-plane becomes non-random in clipped areas due to saturation. This violates the main idea put behind the bit-plane method [6] that less significant bit-planes are affected only by noise and are random.

Because of this, to improve the algorithm performance we had to introduce the following modification. First, we have detected clipped areas following the rule described above in subsection 4.1. Then, these areas have been removed from further consideration when calculating bit-plane randomness criterion $\delta(k)$ [6]. Thus, we avoid final variance estimation from being affected by clipping effect.

These modifications have considerably decreased the algorithm sensitivity to clipping effects. However, the algorithm accuracy has anyway remained not well enough. To prove this, Fig. 16 presents the plots of noise variance estimates for the TID2008 images corrupted by spatially uncorrelated noise with variance 65. Similarly, the plots for i.i.d. additive noise with $\sigma_n^2=130$ are demonstrated in Fig. 17. The following conclusions can be drawn:

1) most estimates are considerably larger than the true value of noise variance, only few estimates are within the required limits;

2) especially large estimates (considerably larger than they have to be) are observed for highly textural images.

Analysis for spatially correlated noise has been carried out as well. The estimates are, in general, smaller and more estimates satisfy accuracy requirements. However, anyway the accuracy of the method [6] is worse than the accuracy of the methods of the earlier considered groups. In particular, this follows from comparison of the plots presented in Figures 18 and 12.

![Fig. 16. Noise variance estimates obtained by the modified method [6] for red, green and blue components for the test image set corrupted by spatially uncorrelated additive noise with $\sigma_n^2=65$](image-url)
As it has been already stated and demonstrated, the methods of the second group fail if noise is spatially correlated. One way out is to “recognize” images corrupted by spatially correlated noise. This is still an open problem. If it will be solved, then it will become possible to apply, for example, the methods of the first group if noise is recognized as spatially correlated and to apply a second group method, e.g., the method [31] if noise is i.i.d. Another way out seems to be applying downsampling of an original image corrupted by spatially correlated noise as it occurred useful for the methods of the third group.

The methods of the second group are quite fast since they are based on orthogonal transforms that usually have fast algorithms and on different sorting operations that can be performed rather quickly as well.

The main advantage of the third group of methods is that they provide more accurate and stable results for highly textural images, thus widening the class of images for which reliable noise variance estimation can be obtained. Yet, abnormal biases for images 5, 13 and 11 show that further advancing of these methods is needed. One drawback of the third group of methods from practical point of view is that they are rather slow in comparison to the most methods of the first and second groups. The reason for this is extensive computations for underlying texture parameters estimation. This means that the methods of the third group should be used only for images with complex structure. In other cases, faster methods of the first or second group are worth applying. To implement this idea in a fast and blind way, some methods for image complexity estimation are to be developed.
Let us characterize accuracy and robustness of the considered methods by the parameter $N_{\text{out}}$ – the number of estimates that are out the required limits for 75 images (three color components of 25 test images for fixed variance of noise). These data are collected in Table 2. Their analysis confirms the main conclusions given above. In particular, it shows that better accuracy (smaller $N_{\text{out}}$) is provided if noise variance is larger. The methods of the third group produce the best accuracy. The methods of the first and the second group are characterized by approximately the same accuracy for spatially uncorrelated noise with large variance, but if the noise is spatially correlated the methods of the second group fail.

Table 2. The values $N_{\text{out}}$ for different estimation methods and noise properties

<table>
<thead>
<tr>
<th>Method</th>
<th>Method parameters</th>
<th>Noise variance</th>
<th>i.i.d. or spatially correlated</th>
<th>$N_{\text{out}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Of the first group from the paper [21]</td>
<td>Block size - 7x7, non-overlapping blocks</td>
<td>65</td>
<td>i.i.d.</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>130</td>
<td>i.i.d.</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>65</td>
<td>spat. correlated</td>
<td>14</td>
</tr>
<tr>
<td>Of the second group from the paper [18]</td>
<td></td>
<td>65</td>
<td>i.i.d.</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>130</td>
<td>i.i.d.</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>65</td>
<td>spat. correlated</td>
<td>72</td>
</tr>
<tr>
<td>Of the second group from the paper [31]</td>
<td></td>
<td>65</td>
<td>i.i.d.</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>130</td>
<td>i.i.d.</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>65</td>
<td>spat. correlated</td>
<td>75</td>
</tr>
<tr>
<td>Of the third group from the paper [33]</td>
<td>With image downsampling by two times</td>
<td>65</td>
<td>i.i.d.</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>130</td>
<td>i.i.d.</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>65</td>
<td>spat. correlated</td>
<td>8</td>
</tr>
<tr>
<td>by Barducci et al [6]</td>
<td>Modified to avoid clipping effects</td>
<td>65</td>
<td>i.i.d.</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>130</td>
<td>i.i.d.</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>65</td>
<td>spat. correlated</td>
<td>49</td>
</tr>
</tbody>
</table>

If noise is spatially correlated, one should keep in mind that blind estimation of noise variance or standard deviation can be only a preliminary step to further analysis of noise properties. The next step could be blind estimation of noise spatial spectrum or 2D autocorrelation function. One approach how to do this is described in the paper [38]. Obviously, a priori information on noise standard deviation allows determining image homogeneous regions for which quite accurate estimates of noise spatial spectrum can be obtained. Then, these estimates can be “aggregated” (processed jointly in some robust manner) to produce more accurate estimates of spatial spectrum to be further used for image filtering, restoration, edge detection, etc.

Conclusions and future work

In this chapter, we have tested several methods for blind evaluation of additive noise variance that belong to different groups (according to operation principles put behind them). Testing has been performed for TID2008 that contains 25 color images with different structure and properties. Moreover, we have considered two variances of noise as well as both spatially uncorrelated and correlated noise.

The testing has demonstrated that although considerable efforts have been spent in recent years on design and performance improvement of these methods, the work is far from completeness. First, only the methods of the first group can be sought as those ones providing appropriate accuracy in about 80% of the considered situations under condition that 7x7 blocks are used. The methods of the second and the third groups provide good accuracy if noise is spatially uncorrelated. However, if noise is spatially correlated this should be known in advance to undertake the corresponding decisions and modifications. Thus, a particular future task is design of methods for blind determination is an image corrupted by i.i.d. or by spatially correlated noise.

The analysis carried out has confirmed one more time that the most complex and unfavorable practical situation is when an analyzed image is textural, noise is spatially correlated and has rather small variance. Then it is the most difficult situation in the sense of providing the required accuracy of noise variance estimation in blind (automatic) manner. Note that in such situations it is difficult to do this in interactive manner as well since image homogeneous regions can be hardly selected. Saying “hardly”, we mean that even an experienced expert cannot be absolutely confident that selected “homogeneous” fragments are really homogeneous.
The study has also shown that clipping effects have to be taken into account. Although it is understood that this should be so, designers of practical realizations (codes) of the proposed methods often “forget” that clipping should be taken into consideration. Moreover, it can be a good option to indicate image regions where clipping takes place. This can be useful for further image processing since clipping can influence different operations of image processing as edge detection, classification, filtering, restoration in a negative way.

Although we have carried out component-wise analysis of noise statistics of color images, one interesting observation is the following. If an estimate of noise variance is larger (smaller) than the true value in one component, the estimates in other components are, most likely, larger (smaller) than the true value as well. In other words, the estimates in different components of color images are highly correlated. This deals with two facts. The first known fact is that components of color images are correlated [39]. The other fact is that although all methods of blind evaluation of noise variance attempt to separate image content and noise, image content anyway influences estimation of noise parameters.

Finally, we would like to mention the following. All methods considered above are based on initial assumption that noise is additive with spatially invariant (constant) variance. Although in many fundamental books (see, e.g., [40]) it is stated that this is a typical model of noise in color and other types of images, this is only a simplified model. Due to a set of operations carried out with input data in imaging systems, noise statistical properties can be quite complicated [2, 5, 41]. Then, the use of blind estimation methods adapted to pure additive noise to analysis of images corrupted by real life noise might lead to unexpected and hardly tractable results. In other words, we would like to say – be convinced that noise is pure additive before applying the methods considered above to real life images.
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